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Background  Pressure injuries are an important problem 
in hospital care. Detecting the population at risk for 
pressure injuries is the first step in any preventive strat-
egy. Available tools such as the Norton and Braden scales 
do not take into account all of the relevant risk factors. 
Data mining and machine learning techniques have the 
potential to overcome this limitation.
Objectives  To build a model to detect pressure injury 
risk in intensive care unit patients and to put the model 
into production in a real environment.
Methods  The sample comprised adult patients admitted 
to an intensive care unit (N = 6694) at University Hospital 
of Torrevieja and University Hospital of Vinalopó. A ret-
rospective design was used to train (n = 2508) and test 
(n = 1769) the model and then a prospective design was 
used to test the model in a real environment (n = 2417). 
Data mining was used to extract variables from electronic 
medical records and a predictive model was built with 
machine learning techniques. The sensitivity, specificity, 
area under the curve, and accuracy of the model were 
evaluated.
Results  The final model used logistic regression and 
incorporated 23 variables. The model had sensitivity of 
0.90, specificity of 0.74, and area under the curve of 0.89 
during the initial test, and thus it outperformed the Nor-
ton scale. The model performed well 1 year later in a 
real environment. 
Conclusions  The model effectively predicts risk of pres-
sure injury. This allows nurses to focus on patients at high 
risk for pressure injury without increasing workload. 
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Traditional scales fail to 
address some variables 
that have been identified 
as risk factors for PIs.

P
ressure injuries (PIs) are localized injuries of the skin or underlying tissue, usually 
over a bony prominence, that result from pressure or pressure in combination with 
shear.1 Most PIs are avoidable,2,3 and thus PIs represent a problem in the quality of 
health care. These injuries can have a profound impact on patients, their familes, 
professionals, and institutions. Pressure injuries develop in 0.3% to 20% of hospital-

ized patients4,5 and in 3.3% to 53.4% of patients in intensive care units (ICUs).6,7 More PIs occur 
in patients in intensive care units than in hospital patients overall because of the greater vulner-
ability of patients in intensive care units. The cost of hospital-acquired PIs in the United States 
could exceed $26.8 billion annually.8

The first step in any strategy to prevent PIs is to 
detect the population at risk for PIs. Tools have been 
developed to detect PI risk in patients, including the 
Norton, Braden, and Waterlow scales.9-11 These scales 
take into account basic dimensions to detect PI; how-
ever, they fail to address some variables that have been 
identified as risk factors for PIs, including hematolog-
ical values,12-14 oxygenation and perfusion,15 and the 
presence of diabetes11 or vascular disease.16 In our 
context, we used the Norton scale, which is imple-
mented by nurses and based on observations and 
interviews within the first 24 hours after admission 
or after a significant change in health state. The Nor-
ton scale measures 5 variables: type of activity, physi-
cal condition, mental state, type of incontinence, and 
mobility type.11 

Electronic medical records (EMR) facilitate 
comparison and analysis of the characteristics of 
patients in whom PIs develop. Data mining and 
machine learning techniques can reveal complex 
and meaningful patterns in the large volume of 
data contained in EMRs, and may allow us to pre-
dict future events such as the development of a PI. 
Researchers in the health sciences have used data 
mining and machine learning extensively, but few 
have applied the techniques to the field of nursing. 
Some researchers have used data mining or machine 

learning to build models to study risk for PIs,17-24 but 
few of those models have progressed to production 
(ie, availability for real-time use),25,26 which is a com-
mon problem in any field 
where machine learning 
techniques are applied.27 
Data mining and machine 
learning models can auto-
matically integrate and 
analyze the characteristics 
of each individual case, 
which makes it easier to manage the risk of PIs in 
individual patients in real time. In addition, machine 
learning systems can continuously learn as new cases 
emerge and thus adapt a model to new situations.28

We believe that the application of data mining 
and machine learning techniques can complement 
and improve upon the predictive power of the Nor-
ton risk assessment scale. The resulting model could 
help nurses to improve the care that patients receive 
throughout their hospital stay. In the present study, 
we built a model to detect PI risk in patients admit-
ted to an ICU and put the model into production in 
a real environment.

Methods 
Design

The study was divided into 2 phases: In the first 
phase, we used a retrospective design to train and test 
the model; in the second phase, we used a sequential 
prospective design to test the model in a real environ-
ment (Figure 1). We followed the cross-industry stan-
dard process for data mining (CRISP-DM) to develop 
the predictive model24 and subsequently apply it in 
a real environment. The CRISP-DM is widely used in 
many data mining and machine learning studies and 
is a comprehensive method and process model that 
breaks down the life cycle of a data mining project 
into 6 phases: business understanding, data under-
standing, data preparation, modeling, evaluation, 
and deployment.29
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Data mining was used 
to extract variables 

from electronic medi-
cal records, and a 

predictive model was 
built with machine 

learning techniques.

Setting and Population
The research took place at 2 university hospitals 

in Spain. Both are public health centers; University 
Hospital of Vinalopó has 230 beds including a med-
ical and surgical ICU with 16 beds, and the University 
Hospital of Torrevieja has 277 beds including a 
medical and surgical ICU with 15 beds. The study 
population comprised adult patients admitted at 
least once to the ICU, during their ICU stay and 
their subsequent acute hospitalization, if any. 

Sample
The total sample (N = 6694) comprised all adult 

patients admitted to the ICU during their hospital stay 
from January 1, 2016, through September 30, 2018. 
Patients admitted for less than 72 hours, patients under 

16 years of age, and obstet-
ric patients were excluded. 
The sample for the first phase 
(n = 4277) comprised patients 
admitted January 1, 2016, 
through September 30, 2017, 
and the sample for the sec-
ond phase (n = 2417) com-
prised patients admitted 
from October 1, 2017, 
through September 30, 2018. 
During the first phase, the 
sample was divided into 2 

subsamples, one for training the model (n = 2508) 
and another for testing the model (n = 1769). In 
the second phase, the entire sample was used to 
test the model. The homogeneity of variance and 

the relation of the subsamples used for model 
training and testing were checked with the χ2 
independence test and the Student t test (Table 1).

Data Preparation
The group of cases included patients whose EMR 

showed a “hospital-acquired PI type wound” in the 
Wound Tracking Form during their stay in ICU or their 
subsequent acute hospitalization stay during the same 
admission. If a patient had more than 1 PI develop, 
only the first one was included in our analysis. Stage 
1 through 4 PIs and unstageable PIs were included.30 
The number of PIs identified in this way was smaller 
than we expected in light of existing literature on the 
incidence of PI in hospitalized patients.6,7 Therefore, 
we recovered cases of PIs that were not designated as 
“hospital-acquired PI type wound” on the EMR by 
using a search algorithm to locate free text records 
of concepts related to PI treatments in the nursing 
records. One reviewer checked and confirmed the 
cases located by the algorithm. A corrective action 
was taken in the EMR to register the recovered cases 
of PI on the Wound Tracking Form and thus incorpo-
rate them into the group of patients with PIs. The cases 
identified with the recovery algorithm accounted for 
47% of the total cases in the first phase. 

On the basis of a literature review,13,23 we identified 
93 variables as possible predictors of PIs. We then 
evaluated our ability to obtain data on these variables. 
Out of the 93 variables, we discarded 26 because 
of a high number of missing values or inability 
to recover the data from the EMRs. We selected 
the remaining 67 variables (listed in a Supplement 

Figure 1 Design of the study.
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to this article) to train and test the model and we 
determined criteria for extracting the variables from 
the EMRs.

The data were processed to generate an initial 
database that we used to select the algorithm. The 
variables were categorized according to the nature 
of the data and previously defined ranges and were 
grouped into the following domains (some previously 
used by Coleman et al13): activity/mobility, age, care 
process, gender, general health status, hematological 
measures, medication, mental status, nutrition, mois-
ture, place of birth, scales of risk, skin status, and 

surgical intervention. The diseases described in the 
abbreviated Charlson comorbidity index31 were 
included in the study in the domain of general 
health status. The diagnoses were codified per the 
International Classification of Diseases, Ninth Revision 
(ICD-9) for 2016 and the Tenth Revision (ICD-10) 
for 2017. The Supplement to this article shows the 
timing of data collection from the EMR for each 
variable. Missing values were processed and the 
sample was normalized. Different techniques for 
handling missing values were applied depending 
on the characteristics of the variable, mainly averaging 

Variable

Phase 1 Phase 2

Total 
samplea 

(n = 4277)

Training 
samplea 2016 

(n = 2508)

Testing 
samplea 

(n = 1769) χ² or t P c
Testing samplea  

(n = 2417) χ² or t P c

Table 1
Characteristics of patients

Sex
   Male 2815 (65.82) 1634 (65.15) 1181 (66.76)     1.2 .27 1607 (66.49)      1.0 .32
   Female 1462 (34.18) 874 (34.85) 588 (33.24) 810 (33.51)

Age range, y
   16-44 336 (7.86) 203 (8.09) 133 (7.52)      7.3 .11 181 (7.49)      2.7 .43
   45-64 1143 (26.72) 636 (25.36) 507 (28.66) 658 (27.22)
   65-84 2610 (61.02) 1558 (62.12) 1052 (59.47) 1467 (60.70)
   85-94 187 (4.37) 111 (4.43) 76 (4.3) 111 (4.59)
   ≥ 95 1 (0.02) 0 (0.00) 1 (0.06) 0 (0)

Place of birth
   Spain 2815 (65.82) 1663 (66.31) 1152 (65.12)     4.7 .03 1527 (63.18)      5.3 .02
   Outside Spain 1462 (34.18) 845 (33.69) 617 (34.88) 890 (36.82)

Hospital
   University Hospital of Vinalopó 2168 (50.69) 1335 (53.23) 936 (52.91)    < 0.1 .84 1271 (52.59)      0.2 .65
   University Hospital of Torrevieja 2109 (49.31) 1173 (46.77) 833 (47.09) 1146 (47.41)

Admission diagnosis
   Circulatory system diseases 2420 (56.58) 1406 (56.06) 1014 (57.32)     4.1 .66 1392 (57.59)      8.6 .20
   Symptoms, signs, and ill-defined states 416 (9.73) 242 (9.65) 174 (9.84) 217 (8.98)
   Injuries and poisoning 348 (8.14) 208 (8.29) 140 (7.91) 200 (8.27)
   Neoplasms 298 (6.97) 173 (6.90) 125 (7.07) 153 (6.33)
   Diseases of the digestive system 252 (5.89) 162 (6.46) 90 (5.09) 121 (5.01)
   Diseases of the respiratory system 145 (3.39) 87 (3.47) 58 (3.28) 80 (3.31)
   Othere 398 (9.31) 230 (9.17) 168 (9.5)  254 (10.51)

APACHE II score (range 0-66), mean (SD) 15.7 (8.93) 15.51 (8.85) 15.98 (9.04)    −1.70 .09 15.40 (9.19)      0.42 .67

Hemoglobin level
   Low 1957 (45.76) 1169 (46.61) 788 (44.54)     5.9 .05 1118 (46.26)      9.2 .001
   Normal 2251 (52.63) 1291 (51.48) 960 (54.27) 1277 (52.83)
   High 69 (1.61) 48 (1.91) 21 (1.19) 22 (0.91)

Pressure injury present on admission
   Yes 136 (3.18) 86 (3.43) 50 (2.83)      2.4 .12 78 (3.23)      0.2 .69
   No 4141 (96.82) 2422 (96.57) 1719 (97.17) 2339 (96.77)

Statisticsb Statisticsd

Abbreviations: APACHE, Acute Physiology and Chronic Health Evaluation.
a Values in this column are number (percentage) of sample, except for APACHE scores, which are mean (SD).
b The χ2, t, and P values represent the comparison between the testing sample and the training sample from phase 1.
c Values less than .05 were considered significant.
d The χ2, t, and P values represent the comparison between the testing sample from phase 2 and the training sample from phase 1.
e Endocrine, nutritional, metabolic, and immune disorders; diseases of the nervous system and the sense organs; diseases of the genitourinary system; 

diseases of the osteomyoarticular system and paired tissue; mental, behavioral, and neurodevelopmental disorders; diseases of the blood and the 
hematopoietic organs; infectious and parasitic diseases; congenital anomalies; additional classification of external causes of injuries and intoxications; 
morphology of neoplasms; diseases of the skin and subcutaneous tissue.
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The model integrated 
into the electronic 

medical record allows 
nurses to identify risk 

of pressure injuries 
occurring objectively 

and accurately.

techniques to substitute means for missing values of 
continuous variables and to substitute modes for 
missing values of categorical variables. Although this 
decreases the variance in the data set, it was the 
most feasible approach to handle the missing data 
because it provided the best accuracy for the effort 
required.

To select a machine learning algorithm, we 
compared the performance of 9 classification algo-
rithms available in Microsoft Azure Machine Learn-
ing (Table 2) with the testing subsample of phase 1 
and the 67 variables. We calculated the sensitivity 
(effectiveness of the algorithm on a positive class); 

specificity (effectiveness of 
the algorithm on a negative 
class); accuracy (overall 
effectiveness of the algo-
rithm); and area under the 
receiver operating characteris-
tic curve, which shows the 
relationship between the 
sensitivity and the specificity 
of the algorithm. After we 
selected the algorithm with 
the best measures, we identi-
fied the most significant vari-

ables and performed data cleansing. We used the 
synthetic minority oversampling technique to bal-
ance the classification of patient groups with and 
without PIs. In the second phase, during which the 
model was put into production and tested in a real 
environment, the data preparation process was car-
ried out independently by the model itself.

Data Analysis and Machine Learning
In the first phase, after the algorithm was selected, 

we used permutation functions to calculate the indi-
vidual contribution of each of the 67 variables to the 
discriminative capacity of the model (see the Supple-
ment to this article). We performed these calculations 

to elucidate the relationship between the indepen-
dent variables and the dependent one within the 
model.32 We then used these values to eliminate 
variables with low or no results and repeated the pro-
cess (calculate-eliminate) iteratively to improve the 
metrics and achieve greater result accuracy and con-
tent validity. 

To determine whether the model represented an 
improvement over standard practice in the field, we 
compared the results obtained by the selected algo-
rithm (a risk exists from 0.50 or higher) and those 
obtained by the Norton scale (a risk exists at 15 
points or less) on the testing sample from the first 
phase for sensitivity, specificity, area under the curve 
(AUC), positive predictive value, negative predictive 
value, and accuracy and their 95% confidence inter-
vals. We calculated the χ2 and Student t test values for 
each variable in the test sample in phase 1 to explore 
whether the variables that were used by the model 
in the group of patients in whom PIs developed dif-
fered from the variables used in the group that did 
not. In phase 2, the same measures (sensitivity, spec-
ificity, etc) were calculated as the model was used 
on patient data obtained in the real environment 
after the model was put into production.

The cloud platform of Microsoft Azure and R 
software (v. 3.4.2) were used for statistical analysis 
during the development of the project.

Ethical Considerations
This study was approved by the Research 

Committee (University Hospital of Torrevieja and 
University Hospital of Vinalopó). Patients’ data 
were anonymized.

Results 
Description of the Sample

The total sample consisted of 6694 patients, 
and the accumulated incidence rate of patients with 
PIs was 4.12% or an incidence of 4.25 patients with 

Model Sensitivity 95% CI Specificity 95% CI Accuracy 95% CI Area under curve 95% CI

Table 2
Performance of the different predictive classification 
models of risk for pressure injuries 

Averaged perception 0.87 0.79-0.95 0.22 0.20-0.24 0.25 0.23-0.27 0.64 0.57-0.71

Bayes point machine 0.04 0.00-0.09 0.93 0.93-0.95 0.90 0.89-0.92 0.51 0.44-0.58

Boosted decision tree 0.65 0.54-0.76 0.58 0.56-0.61 0.59 0.56-0.61 0.68 0.61-0.75

Boosted decision forest 0.30 0.19-0.41 0.86 0.84-0.87 0.84 0.82-0.85 0.70 0.63-0.77

Decision jungle 0.35 0.24-0.46 0.86 0.85-0.88 0.84 0.83-0.85 0.68 0.61-0.75

Locally deep support 
vector machine

0.70 0.59-0.80 0.76 0.74-0.78 0.75 0.73-0.77 0.69
0.62-0.76

Logistic regression 0.91 0.85-0.98 0.12 0.11-0.14 0.15 0.13-0.17 0.71 0.64-0.78

Neural network 0.83 0.74-0.92 0.17 0.15-0.19 0.19 0.18-0.21 0.57 0.50-0.64

Support vector machine 0.96 0.91-1.00 0.12 0.11-0.14 0.16 0.14-0.18 0.68 0.61-0.75
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PIs per 1000 days of stay in the hospital. The accu-
mulated incidence rate of PIs that developed in the 
ICU was 2.83% or 3.10 per 1000 days of stay. The 
sample had more men (66%) than women, and 
the age range with the highest percentage of 
patients was 65 to 84 years.

We compared the sample used for testing versus 
the training sample. The subsamples used for initial 
testing (phase 1; n = 1769) and testing in a real envi-
ronment (phase 2; n = 2417) were similar to the train-
ing sample (phase 1; n = 2508) in all characteristics 
except for the place of birth (phase 1, P = .03; phase 
2, P = .02) and hemoglobin level (phase 2, P = .001). 
These differences were statistically significant but 
they are not clinically significant (Table 1).

Phase 1 Data Mining and Machine Learning
To select a machine learning algorithm, we com-

pared performance metrics of 9 machine learning algo-
rithms in predicting PI incidence in the testing data 
set (Table 2). Out of these 9 algorithms, we selected 
logistic regression because it had the highest AUC 
(0.71) and the second-highest sensitivity (0.91).

Twenty-three variables were definitively part of 
the model. The importance of each variable is shown 
by the size of the horizontal bars in Figure 2. The 
variables that contributed most to the discrimina-
tive capacity of the model were medical service, days 
of oral antidiabetic agent or insulin therapy, ability 
to eat (Barthel scale), number of red blood cell 

units transfused, hemoglobin range, PI present on 
admission, and illness severity (APACHE [Acute Physi-
ology and Chronic Health Evaluation] II score). In 
general, patients who had a PI develop were more 
likely be in the ICU (P = .03) and had been treated 
for more days with an oral antidiabetic agent or 
insulin (P < .001), were less able to eat independently 
(P < .001), had undergone transfusion of more red 
blood cell units (P < .001), were more likely to have 
a low hemoglobin level (P < .001), were less likely to 
have had a PI at admission (P = .09), and had higher 
APACHE II scores (P < .001) than did patients who 
did not have PIs develop. 

The receiver operating characteristic curve pro-
duced by the logistic regression model in phase 1 
is shown in Figure 3A. Data from phase 1 show that 
the logistic regression model performed better than 
the Norton scale in sensitivity (0.90 vs 0.85), speci-
ficity (0.74 vs 0.64), AUC (0.89 vs 0.75), positive 
predictive value (11.98% vs 8.76%), negative predic-
tive value (99.44% vs 99.09%) and accuracy (0.74 
vs 0.65). The CIs for specificity, AUC, and accuracy 
from phase 1 do not overlap (Table 3).

Phase 2 Data Mining and Machine Learning
The receiver operating characteristic curve pro-

duced by the logistic regression model in phase 2 is 
shown in Figure 3B. The results obtained by apply-
ing the Norton scale and the logistic regression model 
to the test sample in phase 2 confirm that the model 

Medical service
Days of oral antidiabetic agent or insulin therapy

Ability to eat
Number of red blood cell units transfused

Hemoglobin range
Pressure injury present on admission

Illness severity (total APACHE II score)
Admission diagnosis

Parenteral or enteral nutrition
Ability to control urination

Cardiac drug treatments
Days of cardiac treatment

Mobility type
History of chronic obstructive pulmonary disease

Admission service
Type of activity

Patient age range
Treatment with sedatives or anesthetics

Physical condition
Type of incontinence

History of cancer
History of dementia
History of diabetes

Figure 2 Importance of the variables in the logistic regression model.
Abbreviation: APACHE, Acute Physiology and Chronic Health Evaluation.
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outperformed the Norton scale in specificity (0.88 vs 
0.67), AUC (0.88 vs 0.77), positive predictive value 
(21.95% vs 10.87%), and accuracy (0.87 vs 0.68) but 
had lower values for sensitivity (0.75 vs 0.87) and 
negative predictive value (98.68% vs 99.10%). The 
CIs for specificity, AUC, positive predictive value, 
and accuracy from phase 2 do not overlap (Table 3). 
Overall, these data demonstrate that the logistic 
regression model has high discriminative capacity. 

Discussion 
We used data mining and machine learning techniques 
to construct a model to detect PI risk in patients 
admitted to an ICU and put the model into produc-
tion in a real environment. Our sample of 6694 
patients had an accumulated incidence rate of PI 
of 4.12% and a rate of 2.83% for PIs that developed 
while the patients were in the ICU. This incidence 
rate is slightly lower than incidence rates reported 

Figure 3 Receiver operator characteristic curves for the logistic regression model. A, Phase 1 (area under the curve [AUC], 
0.89; 95% CI, 0.85-0.94). B, Phase 2 (AUC, 0.88; 95% CI, 0.85-0.92).
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Statistic

Phase 1 Phase 2

Norton 95% CI

Logistic 
regression 

model 95% CI Differencea Norton 95% CI

Logistic 
regression 

model 95% CI Differencea

Table 3
Results of the Norton scale and the logistic 
regression model in phases 1 and 2

Sensitivity 0.85 0.77-0.94 0.90 0.82-0.97 0.05 0.87 0.81-0.93 0.75 0.67-0.83 −0.12

Specificity 0.64 0.62-0.67 0.74 0.72-0.76 0.10 0.67 0.65-0.69 0.88 0.86-0.89   0.21

Area under curve 0.75 0.69-0.80 0.89 0.85-0.94 0.14 0.77 0.73-0.80 0.88 0.85-0.92   0.11

False positives 604 448   771   288

False negatives   10     7    14    27

True positives   58    61    94    81

True negatives 1092 1253 1538 2021

Positive predictive 
value, %

8.76 6.61-10.92 11.98 9.16-14.81 3.22 10.87 8.79-12.94 21.95 17.73-26.17 11.08

Negative predictive 
value, %

99.09 98.53-99.65 99.44 99.03-99.85 0.35 99.10 98.64-99.57 98.68 98.19-99.18 −0.42

Accuracy 0.65 0.63-0.68 0.74 0.72-0.77 0.09 0.68 0.66-0.69 0.87 0.86-0.88   0.19

a Difference is the logistic regression model value minus the Norton value.
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in previous studies,6,7 which range from 3.3% to 
53.4%. The main reasons for these differences 
could be the type of ICU (medical-surgical), the 
median stay (7 days), and possibly methodologi-
cal differences across studies. 

The model, a logistic regression algorithm, con-
sisted of 23 variables. The 7 variables that most con-
tributed to the model were as follows:

• Medical service (care process domain)
• Days of oral antidiabetic agent or insulin 

treatment (medication domain)
• Ability to eat, Barthel scale (activity/mobility 

domain)
• Number of red blood cell units transfused 

(hematological measures domain)
• Hemoglobin range (hematological measures 

domain)
• PI present on admission (skin status domain)
• Illness severity, APACHE II (general health 

status domain)
All domains included in the model (under the 

same name or similar) had been identified as signif-
icant in previous studies.13,33 

Regarding the characteristics of patients who had 
a PI develop, every variable denotes their vulnerabil-
ity, with the exception of the variable “PI present on 
admission,” which was not statistically significant. 
This could mean that patients who have a PI on admis-
sion could be receiving specific nurse interventions 
(regardless of the risk score), which could mask the 
relationship being studied. 

In both phase 1 and phase 2, performance 
metrics showed that the logistic regression model 
was better at detecting risk of PI than the Norton 
scale was for every statistic except for sensitivity in 
phase 2. These data suggest that the discriminative 
capacity of the logistic regression model is better 
than that of the Norton scale alone. The results of 
our model compare favorably with results from 
scale evaluation studies10,34 and predictive mod-
els.18,19,23,24 We found an example of an AUC similar 
to that of our model (0.90 vs 0.89) in a Braden 
scale meta-analysis,8 but we did not find better 
results for other measures (sensitivity, specificity, 
and accuracy) in any study. Thus it appears that 
the logistic regression model produces a better 
overall result than other methods. Furthermore, 
these positive outcomes continued after the model 
was put into production and tested with a sample 
in a real environment in phase 2.

This study has some limitations. First, some 
reported risk factors, such as body temperature,35,36 
could not be included in the model because of exces-
sive missing values or inability to extract the data from 

the EMR. Second, although we did recover a signifi-
cant number of PIs from the EMRs with an algorithm 
that searched free text records, we cannot ensure that 
all PIs that developed during the period of the study 
were accounted for (ie, the number of PI cases may 
have been underreported). Third, the built model is 
a “black box”32; we cannot clearly see how each vari-
able affects the risk of PI development. Fourth, PI 
prevention interventions provided by nurses were 
not considered in this study because this variable is 
not accurately documented in the EMR. And fifth, 
although the sample size was significant, the useful-
ness of the predictive model to other hospital centers 
is unknown because the model is dependent on the 
data that feed it (although we expect that the variables 
included in the model could be extracted from EMRs 
in other settings).

The model has been put into production in a real 
environment and integrated into the EMR, and it 
allows nurses to identify risk of PI incidence objec-
tively and accurately from admission to discharge, 
because it provides an automatic and continuous 
prediction based on real-time clinical data. Unlike 
other risk scales, the model recognizes changes in 
the patient’s condition over time. This helps caregiv-
ers focus on preventative care for the patients who 
need it most, without burdening nurses with the 
need to gather new information.

Conclusion 
The model, developed using data mining and 

machine learning techniques, offers very good results 
and provides greater predictive power than the Nor-
ton scale alone, or other models, in our context. Inte-
grating these models into their usual practice will 
make it easier for hospitals to direct preventive care 
toward patients who need it most without unneces-
sarily increasing the workload of care providers. Import-
ant challenges that remain to be addressed include 
evaluating the model’s results just for the period that 
patients stay in the ICU, and validating the model 
in other hospital settings. 
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SEE ALSO 
For more about pressure injuries, visit the Critical Care 
Nurse website, www.ccnonline.org, and read the arti-
cle by McGee et al, “Pressure Injuries at Intensive Care 
Unit Admission as a Prognostic Indicator of Patient Out-
comes” (June 2019).
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Variable Domain
No. of 
values Scorea Timing of data collection

Supplement
Variables initially included in the logistic regression 
classification model

Number of red blood cell units 
transfusedb

Hematologic measures All 0.012500 Right before a PI in the group with PI and 
before discharge in the group without PI

Medical serviceb Care process 31 0.009034 Right before a PI in the group with PI and 
before discharge in the group without PI

Days of antifungal, antiviral, or anti-
biotic treatment

Medication All 0.007644 During the whole stay

Days of stay in ICU Care process All 0.006254 During the whole stay in ICU

Enteral or parenteral nutrition days Nutrition All 0.006254 During the whole stay

PI present on admissionb Skin status 2 0.004864 On admission

Number of platelet units transfused Hematologic measures All 0.003475 During the whole stay

Hemoglobin rangeb Hematologic measures 3 0.002780 Right before a PI in the group with PI and 
before discharge in the group without PI

History of chronic kidney disease General health status 2 0.002085 Medical record before admission

Ability to control urination  
(Barthel scale)b

Moisture 3 0.002085 Right before a PI in the group with PI and 
before discharge in the group without PI

Physical condition 
(Norton scale)b

General health status 4 0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

Barthel value  
(total result, Barthel scale)

Activity/mobility 21 0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

Platelet transfusion Hematologic measures 2 0.001390 During the whole stay

Days of OAD or insulin therapyb Medication All 0.001390 During the whole stay

Norton value  
(total result, Norton scale)

Scales of risk 15 0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Barthel  
(result by rank, Barthel scale)

Activity/mobility 5 0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to walk (Barthel scale) Activity/mobility 4 0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Albumin value Hematologic measures Decimal 0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Cardiac drug treatmentsb Medication 2 0.000695 During the whole stay

Number of plasma units transfused Hematologic measures All 0.000695 During the whole stay

Patient’s age rangeb Age 5 0.000000 On admission

Sex Sex 2 0.000000 On admission

Place of birth Place of birth 2 0.000000 On admission

Admission type Care process 2 0.000000 On admission

Admission diagnosisb General health status 38 0.000000 On admission

History of strokes General health status 2 0.000000 Medical record before admission

History of diabetesb General health status 2 0.000000 Medical record before admission

History of chronic obstructive  
pulmonary diseaseb

General health status 2 0.000000 Medical record before admission

History of chronic cardiac failure General health status 2 0.000000 Medical record before admission

History of dementiab General health status 2 0.000000 Medical record before admission

History of peripheral arterial disease General health status 2 0.000000 Medical record before admission

History of cancerb General health status 2 0.000000 Medical record before admission

Norton 16  
(result by rank, Norton scale)

Scales of risk 2 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Type of activity  
(Norton scale)b

Activity/mobility 4 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Mental condition  
(Norton scale)

Mental status 4 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Type of incontinence  
(Norton scale)b

Moisture 4 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to wash  
(Barthel scale)

Activity/mobility 2 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to dress  
(Barthel scale)

Activity/mobility 2 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Continued
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Ability to move 
(Barthel scale)

Activity/mobility 4 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Total days of stay Care process All 0.000000 During the whole stay

OAD or insulin therapy Medication 2 0.000000 During the whole stay

Treatment with antifungal agents Medication 2 0.000000 During the whole stay

Days of treatment with sedatives or 
anestheticsb

Medication All 0.000000 During the whole stay

Treatment with vasopressors Medication 2 0.000000 During the whole stay

Days of vasopressor treatment Medication All 0.000000 During the whole stay

Days of cardiac treatmentb Medication All 0.000000 During the whole stay

Plasma transfusion Hematologic measures 2 0.000000 During the whole stay

Red blood cell transfusion Hematologic measures 2 0.000000 During the whole stay

Parenteral or enteral nutritionb Nutrition 2 0.000000 During the whole stay

No. of major surgeries Surgical intervention All 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

PO2 range Hematologic measures 3 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Nitrogen range Hematologic measures 2 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Transferrin range Hematologic measures 3 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Prealbumin range Hematologic measures 3 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Days without PI Care process All 0.000000 Days between admission and PI develop-
ment in the group with PI and total days 
of stay in the group without PI

Norton 14 
(result by rank, Norton scale)

Scales of risk 2 0.000000 Right before a PI in the group with PI and 
before discharge in the group without PI

Capacity to go up and down stairs 
(Barthel scale)

Activity/mobility 3 −0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Charlson Comorbidity Index 
(classified by rank)

General health status 3 −0.000695 Medical record before admission

Ability for bowel movements 
(Barthel scale)

Moisture 3 −0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to go to the toilet 
(Barthel scale)

Activity/mobility 3 −0.000695 Right before a PI in the group with PI and 
before discharge in the group without PI

Treatment with sedatives or 
anesthetics

Medication 2 −0.000695 During the whole stay

Mobility type 
(Norton scale)b

Activity/mobility 4 −0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to dress 
(Barthel scale)

Activity/mobility 3 −0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

Illness severity (total APACHE II 
score)b

General health status 67 −0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

No. of categories of the Charlson 
comorbidity index

General health status 9 −0.001390 Right before a PI in the group with PI and 
before discharge in the group without PI

Ability to eat 
(Barthel scale)b

Activity/mobility 3 −0.003475 Right before a PI in the group with PI and 
before discharge in the group without PI

Admission serviceb Care process 31 −0.041700 On admission

Supplement
Continued

Variable Domain
No. of 
values Scorea Timing of data collection

Abbreviations: APACHE, Acute Physiology and Chronic Health Evaluation; ICU, intensive care unit; OAD, oral antidiabetic agent; PI, pressure injury.
a This score represents the contribution of the variable to the discriminative capacity of the initial model.
b Variable definitively part of the final model.
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